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ABSTRACT

Online videos have been growing explosively in recent years. How
to help human users efficiently browse videos becomes more and
more important. Video summarization can automatically shorten a
video through extracting key-shots from the raw video, which is
helpful for digesting video data. State-of-the-art supervised video
summarization algorithms directly learn from manually-created
summaries to mimic the key-frame/key-shot selection criterion
of humans. Humans usually create a summary after viewing and
understanding the whole video, and the global attention mecha-
nism capturing information from all video frames plays a key role
in the summarization process. However, previous supervised ap-
proaches ignored the temporal relations or simply modeled local
inter-dependency across frames. Motivated by this observation,
we proposed a memory augmented extractive video summarizer,
which utilizes an external memory to record visual information of
the whole video with high capacity. With the external memory, the
video summarizer simply predicts the importance score of a video
shot based on the global understanding of the video frames. The
proposed method outperforms previous state-of-the-art algorithms
on the public SumMe and TVSum datasets. More importantly, we
demonstrate that the global attention modeling has two advantages:
good transferring ability across datasets and high robustness to
noisy videos.
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Figure 1: Global attention mechanism for video summariza-
tion.

Multimedia Conference (MM °18), October22-26, 2018, Seoul, Republic of Korea.
ACM, New York, NY, USA, 8 pages. https://doi.org/10.1145/3240508.3240651

1 INTRODUCTION

The amount of videos on the Internet is growing at a rapid pace,
e.g., 300 hours of videos are uploaded to YouTube every minute in
2018 [39]. It brings the need of automatic video summarization to
help human users browse videos efficiently. Video summarization
aims at shortening a video through extracting key-shots from all
shots in the original video.

A good video summary should not only keep a compact form
but also cover the major content of the original video. Therefore,
it is hard to decide whether to include a video shot in summary
or not without the understanding of the whole video. A human
video summary editor usually watches the original video first, un-
derstands the essential points or the story line, and creates the
summary by deciding to keep or discard each shot in the video.
During the process, the editor keeps the holistic understanding in
his/her mind.

To mimic the process of video summary creation of humans, we
utilizes a global attention mechanism (see Figure 1) to generate
the importance score of a video shot conditioned on the whole
input video. As the number of shots in a video varies from tens to
thousands, learning a global attention from the full video requires
a large memory. Inspired by memory networks for tasks such as
question answering (QA) [12, 32], an external memory is designed to
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record visual information of all shots, and training both the memory
representation and importance score predictor can be integrated
into our end-to-end memory augmented neural networks model.

Supervised video summarization [16, 43], which uses human-
annotated summaries as guidance, achieved much better perfor-
mance than unsupervised video summarization [8, 23, 25]. Previous
supervised methods focused on either predicting frame-level or
shot-level importance by learning the ground truth [26, 6, 7, 16], or
optimizing a global objective of subset selection problem [5]. Most
of the importance prediction methods considered neither depen-
dencies between video shots nor attention from the whole video.
Although long short-term memory (LSTM) has already been in-
troduced to model the sequential dependencies across consecutive
video shots [43, 14], the memorization capability of memory cells in
LSTM is not as strong as external memory and the global attention
has not been explored.

A memory network based approach was proposed for query-
focused video summarization previously [27]. Different from the
classical video summarization problem, query-focused video sum-
marization introduced user preferences in the form of text queries
about the video. In [27], the shot-level importance was measured
by the relevance between the query and the shot. The memory
networks were applied to each single shot, to obtain the impor-
tance score of the shot conditioned on the text query. The memory
was used to store visual information of frames in a single shot and
model the context within the shot. In comparison, our summarizer
measures the shot-level importance based on the holistic under-
standing of the video. Our memory augmented neural networks are
applied to the whole video, and the global attention is implemented
by taking all shot features as input.

Our contributions in this paper are highlighted as follows: We
propose a memory augmented video summarizer (MAVS), with the
global attention mechanism and an external memory. The external
memory with flexibility and high capacity facilitates global under-
standing of a video, and therefore, MAVS outperforms the state-of-
the-art methods on the public SumMe [6] and TVSum [31] datasets
in experiments. More importantly, the global attention modeling
has two advantages: good transferring ability across datasets and
high robustness to noisy videos, as demonstrated in experiments.

2 RELATED WORK

2.1 Video Summarization

Unsupervised Video Summarization. Unsupervised approaches
focus on hand-crafted objectives for selecting keyframes/keyshots
without the guidance of human-created ground truths. Different
objectives or assumptions derive different algorithms. In the per-
spective of removing redundancy, clustering is a classic video sum-
marization solution, which can capture sparse keyshots [8, 23, 25].
Although the whole video was taken as input, they aimed at ob-
taining super segments of the raw video other than understand-
ing it. In the perspective of side information, Chu et al. assumed
that highlight-frames had co-occurrence patterns among human-
edited videos with the same topic. A video could be summarized
through selecting shots that co-occurred most frequently across
videos with the same topic name, retrieved from the search en-
gine [2]. Ji et al. supposed that keyframes were highly salient. All
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the collected salient frames were further filtered using on-line clus-
tering to remove redundant information [13]. Assuming that the
story plot was played by roles in a movie, Tsai et al. utilized social
networks to evaluate the social power of each role-communication,
and the centrality values in social networks were utilized for rank-
ing keyshots [37]. In the perspective of aesthetic, Song et al. se-
lected keyframes according to a hand-crafted attractiveness score
after removing redundant frames using clustering [30]. Zhang et
al. assumed that motions of key objects must be captured by the
keyframes. Trajectories of moving object instances were extracted
and summarized through on-line auto-encoding, which can select
spare and salient object motion-clips [44]. Recently, generative ad-
versarial network (GAN) has been applied to video summarization,
the summarizer is an auto-encoder for selecting sparse keyframes
to reconstruct the raw video, where the discriminator distinguished
between the original video and its reconstruction from the sum-
mary [20]. Reinforcement learning (RL) has also been utilized for
video summarization. Zhou et al. treated video summarization as
a sequential decision-making process, and optimized the action
mechanism with a diversity-representativeness reward [46]. Al-
though various unsupervised approaches have been proposed, it
is difficult to fit the complicated video summarization process of
humans with hand-crafted objectives.

Supervised Video Summarization. The quality of video sum-
maries should be subjectively evaluated by human. Hence learning
from human-created summary ground truths is a natural solution.
Potapov et al. utilized support vector machine (SVM) to predict the
importance score of every video shot, and video shots with the high-
est scores were assembled as a sequence to generate a summary [26].
Gygli et al. proposed a supervised approach to learn characteristics
of a summary [7]. Gong et al. applied sequential e determinantal
point process (DPP) to select diverse subsets, and feature embed-
ding was learned with the guidance of manual summary labels [5].
All of the above early works used hand-crafted features for videos
shot representation [19]. With the aid of deep convolutional neural
network (CNN) features, the performance of video summarization
can be improved a lot. In [16], a retrieval-based approach was uti-
lized for video summarization, the semantic importance of each
video shot was inferred based on the matched video shots in the
training set, and Viterbi method was applied to keep the temporal
coherence of video shots in the summary. Zhang et al. assumed
that similar videos share similar summary structures. Thus, sum-
mary structures of training videos were represented as DPP kernels,
and nonparametrically transferred to inference videos via pairwise
matching [42]. Exploiting the temporal dependency among video
frames or shots is very important for the task of video summariza-
tion. LSTM was combined with DPP to obtain both representative
and compact summaries [43]. In order to explore a long tempo-
ral dependency between shots, a hierarchical LSTM was proposed
for capturing multi-scale temporal dependencies [45]. On public
datasets [6, 31], the state-of-art performance is achieved by these
supervised methods. The core of recent supervised video summa-
rization is how to design neural networks which can comprehend
the video structure and the shot content simultaneously.
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2.2 Memory Networks

Memory networks are learning models deliberated for QA tasks [1,
24, 36]. The long-term external memory acts as a knowledge base
which can be read and written to. Reasoning can be incorporated
with global attention over memory. A number of seminal works in-
vestigated ways to capture the long-term temporal attention within
sequences using recurrent neural network (RNN) or LSTM-based
models [9, 18, 22]. The LSTM-based models address sequential at-
tention using local memory cells which lock the past state. This
kind of temporal attention is latent and not global. Compared with
LSTM, memory networks directly look-up to the knowledge base
(memory) rather than rely on sequential state encoded by LSTM.
Hence memory networks perform better at solving abstract reason-
ing problems which need multiple supporting knowledge without
explicit temporal structures. Video summarization is a abstract
computer vision task, without explicit vision patterns or semantic
rules. Moreover, the summarization quality is evaluated by humans.
Therefore, our strategy is to investigate an extractive video sum-
marizer augmented with memory networks to mimic the human
annotator, instead of making any explicit or implicit assumption of
video summarization.

3 APPROACH

Video summarization is typically formulated as a subset selection
problem [6]: First, the raw video is partitioned into many video
shots. Video shot acts as the basic semantic unit in a video. Shot
transitions edited by human correspond to abrupt or gradual se-
mantic breaks. Frames within the same shot have high temporal
coherence describing a sub-event[40]. Then, a learning-based or
heuristic model predicts importance scores of all video shots, which
depict their relevance to the final summary. Then, an optimization
model is applied to select a summary from the shots based on their
importance scores. For simplicity, we follow this standard process,
and use a 0/1-knapsack optimization. More complicated optimiza-
tion model such as sequential DPP may also be combined with our
method. In this paper, we focus on designing the neural network
model for predicting shot-level importance scores.

3.1 Shot Feature Representation

The input of the neural network model is shot features. Zhang et
al. showed that deep convolutional features consistently improved
performance over the hand-crafted features in video summariza-
tion [43]. As consecutive frames in a shot share much redundant
semantic information, in this paper we simply average deep features
of all frames within a shot to represent the video shot. Theoretically
we can feed frame features into the neural networks, but shot-level
feature representation is much more memory efficient, and makes it
feasible to record the complete video information with an external
memory.

We suppose that our model can be further improved in two direc-
tions: (1) Integrating better video feature representations. Average
pooled deep features mainly carry appearance information such
as scenes and objects depicted in the video, but miss motion in-
formation [28]. Advanced video feature representations have been
extensively in video classification [10, 33, 38]. In this paper, we
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simply use the average pooled deep features for shot feature repre-
sentation to demonstrate the capability of the prediction model. (2)
End-to-end training with CNN. Many computer vision tasks such
as video action recognition [28, 33, 17] benefit from end-to-end
training with CNN. As there is no large-scale video summarization
dataset, we have to rely on CNN models pretrained on large-scale
image/video datasets such as ImageNet [3]. Deep convolutional fea-
ture extracted from frames using a pretrained image classification
model is proved to be an effective feature solution.

3.2 Memory Augmented Video Summarizer

As discussed above, a video is segmented into video shots by shot
boundary detection. The feature representing the i-th video shot is
denoted as x;, which is a vector with a dimension of v. The core
procedure of video summarization is to infer an importance score
for each video shot given {xj}.

We illustrate the architecture of our proposed MAVS in Figure 2.
To facilitate holistic understanding of the video, all {x } are to be
written into the external memory, consisting of an input memory
and an output memory. The input memory is designed for providing
supporting knowledge extracted from the whole video. The inner-
product operation between the input memory {a;} and the shot
feature x; is to locate supporting facts relevant with the current shot.
Each supporting fact is assigned with a relevance weight expressed
as p{.‘. These relevance weights are further operated on the output
memory for generating the global attention for the current shot.
This global attention adjusts the importance score prediction of
the current shot with holistic understanding of the raw video. In
this way, a global attention mechanism is implemented and can
be trained in an end-to-end fashion with human annotations. We
describe the model mathematically as follows.

First, features {x; } are converted into the input memory vectors
{aj} using an embedding matrix A (of size d X v). When predicting
an importance score for each video shot, the shot feature x; is
embedded to an internal state u; with the same dimension of d as
the input memory vectors {a } using another embedding matrix
U. In the embedding space, the match between u; and {a;} are
computed by inner-product followed by a softmax function as

(1)

As defined in Equation (1), pf is a probability vector over the input
memory {ay} given u;.

For producing the memory output o;, an embedding matrix B
converts features {x;} to the output memory vectors {by }. The
memory output o; is a sum over {by } weighted by the probability

vector pf.‘ as
o = 2, pih
i

The final importance score s; for each video shot will be regressed
from the element-wise multiplication of internal state u; and the
memory output o; using a fully connected layer D.

pf = Softmax(uiTak)

()

(3)
4)

The Equations (1)-(3) describe one computational step in the
memory network framework. Multiple computational steps, termed

ul =u; ©o;
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Figure 2: The architecture of the proposed memory augmented video summarizer.

as "hops", can be applied for pursuing a better performance on video
summarization. With multiple hops, the adjacent weight tying is
adopted[32], which means the input memory embedding matrix
A in current hop is identical to the output memory embedding
matrix B in the previous hop. The share of embedding parameters
is helpful for small-size datasets.

Feature embedding transfers deep features from image classifi-
cation to video summarization. As shown in Figure 2, all the opera-
tions in MAVS are differential. Hence, all the embedding functions
can be optimized through back propagation.

3.3 Baselines

Multi-layer perceptron (MLP). In some work, the embedded
video feature has been directly used to predict importance scores[6,
26]. MLP is considered as a baseline method in the experimental
comparison.

Long short-term memory. LSTM is a special kind of RNN
designed for learning long-term dependencies[9]. For each basic
unit of LSTM, the hidden state h; is output given the input x;. The
internal memory is recorded in cell state C;, to which LSTM is able
to add or remove information by gates. There are three different
gates controlling the memory flow: the forget gate f deciding what
to be removed from the cell state, the input gate i controlling what
to be stored in the cell state, and the output gate o performs a cell
state based attention on the output hidden state h;. The detailed
operations are given in Equation (5).

fi = o(Wp - [hi-1,xi] + by)

ii = o(W; - [hi—1,xi] + bi)

Ci = fl -Cij—1 +1ij - tanh(Wc . [hi_l,xi] + bc)
hi = oWy - [hi-1,xi] + bo) - tanh(C;)

®)

where, o is the sigmoid function, tanh is the hyperbolic tangent
function, f, i; are the outputs of the forget gate f and the input

979

gate i given input x;, C; is the cell state updated at the step of x;,
and h; is the output hidden state corresponding to x; controlled by
the output gate o.

The memory recorded in the cell sate is latently updated along
with sequential data. This memory ability makes LSTM perform
well on tasks dealing with sequential data, e.g. language translation
and action recognition[4],[34]. LSTM is also considered as a baseline
method in the experimental comparison.

4 EXPERIMENTS

We conducted our experiments on two popular video summariza-
tion datasets: SumMe [6] and TVSum [31]. Three kinds of experi-
ments are performed, consisting of intra-dataset video summariza-
tion, inter-dataset video summarization, and noisy video summa-
rization.

4.1 Datasets

4.1.1 SumMe [6]. The SumMe dataset consists of 25 user videos
covering holidays, events, and sports. There is no category infor-
mation in SumMe. The video length varies from 1 minute to 6
minutes. All the 25 videos belong to different categories. Frame-
level importance sores for video summarization labelled by human
are provided. Each video is labelled by multiple annotators.

4.1.2  TVSum [31]. The TVSum dataset contains 50 videos down-
loaded from YouTube. The video length varies from 2 minutes to 10
minutes. All the 50 videos belong to 10 categories (5 per category)
defined in TRECVid Multimedia Event Detection (MED) task [29].
The videos are searched on Youtube using the category name as
a query. Human created frame-level importance sores for video
summarization are given. Each video has multiple manual labels.
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4.2 Experimental Settings

4.2.1 Shot Segmentation. The video shot boundary is detected
using an adaptive thresholding based shot boundary detection al-
gorithm[41], except that the hand-crafted feature is replaced with
a CNN feature for a better performance. Multi-temporal-scale op-
eration is performed to solve cut and gradual transitions simulta-
neously. The cosine distance between normalized CNN features is
used to measure frame similarity. And the CNN feature is extracted
using SqueezeNet for a fast speed [11].

4.2.2  Shot Features. For a fair comparison with other recent
work [42, 43], the feature describing each video frame utilizes the
deep CNN feature extracted at the penultimate layer (pool5) of
GoogLeNet [35], with a dimension of 1024. And this deep feature is
L2-normalized per frame[15]. In all experiments, we use the shot-
level feature, which is the average of frame-level features within
the same video shot.

4.2.3  Evaluation Metrics. Following the protocol in previous
work[6],[31], the length of the generated video summary S is no
longer than 15% of the raw video. Precision P and Recall R are
calculated against the summary ground truth T, and their harmonic
mean F-score is treated as the final evaluation metric, as depicted
in Equation (6).

al
p=30T
S
SNT
R=—— 6
T (6)
2P X R
F =
P+R

Both the predicted video summary and the ground truth summary
are collected based on importance scores by solving the knapsack
problem. And 15% is set as the knapsack capacity. For process-
ing multiple human-annotated summaries of a video, the metric
calculation is followed as in [42].

4.2.4 Hyper-parameters in Model Training. A linear L2 regres-
sion loss is used for fitting the importance score. All parameters
learning is implemented using back-propagation. The initial learn-
ing rate is set as 0.01. Adam is selected as the optimization algorithm.
The visual feature extraction is implemented using a fixed CNN
model pre-trained on the ImageNet dataset. And the number of
trainable parameters of MAVS are small. Hence no drop-out regu-
larization is needed. The batch size is 300. The epochs for training
MAVS and MLP are 20. The epochs for training LSTM are 40. The
embedding size for MAVS is 512, and hops of MAVS vary from 1
to 6. The memory size of MAVS is not limited. It is set to cover the
longest video in a dataset. The typical memory size used in this pa-
per is 300. If a video does not have enough shots to fill the memory,
the left empty memory will be filled with zero-vectors. The number
of hidden layers of MLP varies from 1 to 4. Each hidden layer has a
dimension of 512. The dimension of hidden state in LSTM is also
set as 512. The number of time steps of LSTM is set as 4. Stacked
LSTM is used, with layers varying from 1 to 3. Due to the limited
size of SumMe and TVSum, the convergence of model optimization
does not fall to a very stable point. Hence a validation set is used
for selecting a best model from the last 5 models saved in the last 5
epochs. Train, validation, and test sets are partitioned with a ratio
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of 3:1:1. The validation set can be only used in the intra-dataset
experiment. For the inter-dataset experiment, the validation set
is useless due to different data distributions between SumMe and
TVSum. The model training and inference were implemented based
on TensorFlow, with a GTX TITAN Xp GPU.

4.2.5 Intra-dataset Video Summarization. The model training
and model testing utilize data from the same dataset. This dataset
setting is named as intra-dataset. The intra-dataset experiment
was performed on both SumMe and TVSum. A dataset will be
partitioned into 5 folds. Three folds are for the train set, and one
fold for the validation set and the test set, respectively. Then 5-
fold cross validation will be performed 5 times. The average F-
score of all cross validations is reported as the final result. The
comparison methods include LSTM [43], summary-transfer [42],
temporal-tessellation [16], RL-based [46], and GAN-based [20].

4.2.6 Inter-dataset Video Summarization. Train data and test
data come from different datasets. This dataset setting is named
as inter-dataset. The model will be trained on one dataset and be
tested on the other dataset. This setting is for testing the general-
ization ability of models across different datasets. The cross-dataset
transferring ability of MAVS will be compared with MLP and LSTM.

4.2.7 Noisy Video Summarization. We will challenge the model
robustness with a further step. For the inter-dataset experiments,
videos in SumMe and TVSum are disturbed by other irrelevant video
content. The irrelevant videos are movie trailers downloaded from
YouTube, covering differ genres, including romance, action, sports,
comedy, science-fiction. The ambition in trailer-making is to impart
an intriguing story making audiences emotionally involved [21]. In
addition to visually attractive shots, other appealing information is
also collected for making a trail, e.g. funny conversations, cast-run,
production logos, descriptive texts, etc. Compared with user videos
in SumMe and TVSum, information in trailers are more disordered,
thus we chose movie trailers to disturb raw videos in SumMe and
TVSum. Each raw video was inserted with additional 25% irrelevant
noisy shots. And noisy video shots were randomly placed into the
raw video shots. The original sequence of raw video shots was not
changed. In noisy data experiments, the models are still trained on
original videos in SumMe and TVSum, but they will be tested on
the generated noisy data.

4.3 Results and Analyses

In this section, we will show the comparison results with different
experimental settings. Then, a typical summary case will be visual-
ized. In addition, the visualization of global attentions learned by
MAVS will be given.

4.3.1 Intra-dataset Video Summarization. The performance com-
parison of intra-dataset video summarization is shown in Table 1.
On both SumMe and TVSum, MAVS achieved the best performance.
It is observed that the performance of MAVS can be improved with
the increase of hops. Specially, SumMe gained more with the hops
increase compared with TVSum. There is no category information
in SumMe, videos share less highlight patterns compared with the
category-specific TVSum. Hence, memory networks seem to gain
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more in dealing with category-unspecific data, which is more com-
plex. More hops provide more opportunities to write and read the
memory. When predicting an importance score for each video shot,
the internal state can be operated with external memories several
times to learn different global attentions. Hence, more hops gain
improved performance. However, the gain due to more hops got a
saturation at hops of 4. MAVS uses the average frame feature of a
shot to represent the shot content. Hence MAVS relies on shot seg-
mentation. TVSum has a higher annotation-quality than SumMe,
with shots segmented for annotation. TVSum is more suitable for
representing video semantics using shots. Hence, MAVS performed
better on TVSum than SumMe in comparison with other methods.

Methods hops | SumMe | TVSum
DPP-LSTM (Canonical)[43] - 38.6 54.7
Summary-transfer[42] - 40.9 -
GAN-based (SUM-GAN;,)[20] - 41.7 56.3
RL-based (DR-DSN;,,)[46] - 421 581
Temporal-tessellation (Unsuper-| - 414 64.1
vised)[16]

MAVS 1 39.8 67.0
MAVS 2 42.5 67.2
MAVS 3 42.6 67.3
MAVS 4 43.1 67.5
MAVS 5 42.3 67.3
MAVS 6 40.3 66.8

Table 1: Performance comparison of intra-dataset video
summarization on SumMe and TVSum.

Methods | hops | SumMe2TVSum | TVSum2SumMe
MLP1 - 64.5 36.5
MLP2 - 62.1 355
MLP3 - 61.7 36.4
MLP4 - 61.4 35.8

LSTM1 - 62.8 36.6
LSTM2 - 61.5 36.9
LSTM3 - 60.1 34.6
MAVS 1 63.2 37.3
MAVS 2 65.5 38.8
MAVS 3 66.2 39.8
MAVS 4 66.4 41.7
MAVS 5 66.3 41.2
MAVS 6 65.8 40.2

Table 2: Performance comparison of inter-dataset video
summarization on SumMe [6] and TVSum [31].

4.3.2
parison of inter-dataset video summarization is shown in Table 2.
SumMe2TVSum means that the model is trained on SumMe and
tested on TVSum. And TVSum2SumMe means the opposite setting.
MAVS performed better than MLP and LSTM. The global atten-
tion in MAVS can improve the transfer abilities of models across

Inter-dataset Video Summarization. The performance com-
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datasets. For the inter-dataset experiments, the hops increase of
MAVS also gained better performance. The increase of layers for
MLP and LSTM got no obvious gain.

4.3.3  Noisy Video Summarization. The noisy video data much af-
fected the summarization performance, as shown in Table 3. Though
F-scores of all methods in comparison decreased, MAVS still ob-
tained a better performance than MLP and LSTM. LSTM had a
better result on TVSum2SumMe compared with MLP. While MLP
over-performed LSTM on SumMe2TVSum.

Methods | hops | SumMe2TVSum | TVSum2SumMe
MLP1 - 45.1 18.8
MLP2 - 47.6 19.7
MLP3 - 47.9 18.4
MLP4 - 46.1 18.8

LSTM1 - 40.7 24.0
LSTM2 - 41.7 24.6
LSTM3 - 41.1 24.2
MAVS 1 50.8 19.1
MAVS 2 57.2 20.7
MAVS 3 57.9 22.6
MAVS 4 59.4 25.9
MAVS 5 58.3 25.3
MAVS 6 58.5 254

Table 3: Performance comparison of noisy video summariza-
tion with inter-dataset experimental setting.

4.3.4 Qualitative Result. A typical video summarization result
is visualized in Figure 3. This is the result of video "-esJrBWj2d8" in
TVSum for the inter-dataset experiment. Blue bars correspond to
the ground truth importance scores. And yellow bars correspond
to the selected summaries by MAVS(4-hops), LSTM1, and MLP2
methods, respectively. Frames showed in Figure 3 are key-frames
representing their original video shots. Key-frames in green rectan-
gles are true positive cases. Key-frames in red rectangles are false
positive cases. It can be observed that all true positive cases are
relevant with feeding the cat or the cat’s movements. And the cat
or the feeding action is not obvious in false positive cases. In this
case of Figure 3, MAVS is able to select two more positive video
shots compared with both MLP and LSTM.

We have the motivation to make MAVS able to learn global
attentions from the whole video. What are the global attentions
like? It is hard to analyze attention by directly visualizing features.
We selected to visualize the pf.c in Equation (1) over memories. The

softmax result pf can reflect what parts of the raw video on which
every video shots put more weights to generate the memory output.
And memory outputs correspond to global attentions in different
hops. With the SumMe2TVSum setting in inter-dataset experiments,
the averaged pf of all video shots in a video ("cjibtmSLxQ4", F-score
64.9) is given in Figure 4. A 4-hops MAVS is applied here. It can be
observed that different hops actually focus on different parts of the
video. And this sofrmax attention in MAVS is sparse, like finding
the major points in the raw video.
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Figure 3: Visualization of a typical case in the inter-dataset
experiment. (Green rectangle - True positive, Red rectangle
- False positive)
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Figure 4: Visualization of typical softmax attentions in
MAVS.

5 CONCLUSION

Video summarization is a very abstract computer vision task. The
objective is hard to be defined to match the human’s subjective
understanding in the video summary creation. Hence, mimicking
the human-labelled summaries is a promising approach to solve this
problem. Summary creation should follow the holistic understand-
ing of the raw video. We proposed a memory augmented video
summarizer (MAVS) to predict the importance score of each video
shot for the final video summary. The memory networks consist of
an external memory loading the whole video information, which
can effectively learn the global attention from the whole video to
assist understanding the importance of each video shot. On the
public SumMe and TVSum datasets, the proposed MAVS achieved

]
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leading performance. For challenging the robustness of the MAVS
model, inter-dataset experiments showed its good cross-dataset
transferring ability. On the disturbed SumMe and TVSum, MAVS
still had a better transfer performance compared with LSTM and
MLP.

We would like to explore in two directions in the future: (1) we
will investigate better shot feature representation, either human-
designed features or CNN features by end-to-end training on a
large video summarization dataset. (2) We only solved video sum-
marization using memory networks with visual information. Other
modalities, such as sounds and subtitles, also play a key role in
summarization. We will investigate to use memory networks with
multiple modalities to further improve the automatic video sum-
marization.
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