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Style Transfer Via Image Component Analysis
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Abstract—Example-based stylization provides an easy way of
making artistic effects for images and videos. However, most
existing methods do not consider the content and style separately.
In this paper, we propose a style transfer algorithm via a novel
component analysis approach, based on various image processing
techniques. First, inspired by the steps of drawing a picture, an
image is decomposed into three components: draft, paint and
edge, which describe the content, main style, and strengthened
strokes along the boundaries. Then the style is transferred from
the template image to the source image in the paint and edge
components. Style transfer is formulated as a global optimization
problem by using Markov random fields, and a coarse-to-fine
belief propagation algorithm is used to solve the optimization
problem. To combine the draft component and the obtained
style information, the final artistic result can be achieved via a
reconstruction step. Compared to other algorithms, our method
not only synthesizes the style, but also preserves the image content
well. We also extend our algorithm from single image stylization to
video personalization, by maintaining the temporal coherence and
identifying faces in video sequences. The results indicate that our
approach performs excellently in stylization and personalization
for images and videos.

Index Terms—Example-based stylization, non-photorealistic
rendering, video stylization and personalization.

I. INTRODUCTION

I MAGE stylization has been an emerging technique during
the past decade [1], [2]. It is categorized into the area of

non-photorealistic rendering (NPR) in the graphics community
[1]. Much research has been devoted to rendering different
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Fig. 1. Comparison of luminance-based style transfer and our method. From
left to right: , , by image analogies [5], and by our method. The
body of the swan appears in by image analogies. The source image and style
template are downloaded from the project page of image analogies http://mrl.
nyu.edu/projects/image-analogies/pastel.

styles, e.g., oil painting, watercolor painting [3] and abstract
drawing [4]. However, most of these methods support only
limited artistic styles. For a new style much human knowledge
and experiences are required [2].
Example-based image stylization provides an easy way of

creating stylized images with a number of styles. The stylized
image is synthesized from a real image (e.g., a scene photo) with
a given style template (e.g., an oil painting). Formally, given two
images as input, a source image and a template image
whose style is to be simulated, the output is a synthesized
image with the main content in and the similar style to .
This process is also called style transfer.
One critical problem of the existing approaches is that they

do not separate the style and content in the style transformation
process. In [5]–[7], only luminance is transferred from to ,
which brings two drawbacks. First, the luminance of two input
images may not be in the same dynamic range. To address this
problem, a linear mapping that matches the means and variances
of the two luminance distributions is often adopted. But usually
good correspondences cannot be found for some input images.
We will show some such examples in Section VI for examples.
Second, the content of may appear in the output images.
Fig. 1 shows such an example.
In this paper, we propose a novel algorithm to convert a real

image to a stylized image with the similar artistic style with
an arbitrarily given template image. To break the limitations
of the previous approaches, the basic idea of our algorithm is
to simulate the artists’ drawing procedure, i.e., to decompose
both the source image and template image into draft, paint, and
edge components, which describe the content, the main style,
and the strengthened strokes along boundaries. We introduce
the pixel grouping techniques from image analysis to simplify
image decomposition greatly. Then the style is transferred from
the template image to the source image in the paint and edge
components. Style transfer is formulated as a global optimiza-
tion problem by using Markov random fields (MRFs) [8], and
a coarse-to-fine belief propagation algorithm is used to solve
the optimization problem. To combine the draft component and
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the obtained style information, the final artistic result can be
achieved via a reconstruction step.
One advantage of our method is its ease of use. For a given ar-

bitrary style template image, it can automatically transform the
style of an input image to the template style. It does not require
the registered pair of source and stylized images [5], [6], or any
user input [9]. The second advantage is that compared with other
methods, our algorithm preserves the content of the input image
and synthesizes the style, since we solve the problem in different
image components. The third advantage is that it can be easily
extended to other applications. In this paper, an extension appli-
cation, video stylization and personalization [10], is proposed.
In this application, a video is stylized by preserving temporal
coherence between frames, and personalized by making human
faces identifiable.

II. RELATED WORK

There has been a rich amount of research on example-based
image stylization. The essential problem is to find the mapping
from the local pixels/patches of the source image to those of
the stylized image. Previous methods assume three different set-
tings: supervised, semi-supervised, and unsupervised, which are
terms borrowed from the area of machine learning.
In the supervised setting, the ground-truth image corre-

sponding to is given. Hertzmann et al. proposed image
analogies to estimate the mapping, using the source image
to the stylized image [5]. Image stylization for highly spe-
cialized problems has also been attempted for faces [11]–[13],
using very large sets of training data.
In the semi-supervised setting, some parts of are available

as training data, and thus ground-truth, i.e., some correspon-
dences between and , is known. Cheng et al. [6] proposed
to use a semi-supervised component to exploit this setting. The
similarities between the source patches are utilized to propagate
information from the source patches with stylized counterpart to
the patches without stylized counterpart.
In the unsupervised setting, the ground-truth source image
is not given. In real-world problems, people usually have a

painting without the corresponding real image. Therefore, the
unsupervised setting is more user friendly, but more difficult
as well. To deal with the difficulty of lacking ground-truth ,
Rosales et al. used a finite set of patch transformations [7]. They
formulated the problem as inferring the latent variables. Wang
et al.’s method [9] requires the user-specified blocks in as
sample textures, and then the textures are applied on segmented
image . Our method also belongs to this category. Comparing
to them, our method requires the least information: neither user
input [9] nor assuming a set of transformations [7]. In addition,
we utilize the full image of instead of a very small subset
of [9]. The required supervision information of the above-
mentioned approaches is summarized in Table I.
As mentioned in Section I, our approach separates the style

and content through decomposition on image components, and
thus avoids the severe problems of applying the existing ap-
proaches in example-based image stylization [5]–[9] to real-
world applications. Drori et al.’s method [14] is related to ours in
the aspect of exploring content and style decomposition. How-
ever, they used a set of images with the same style to learn con-

TABLE I
COMPARISON OF THE REQUIRED SUPERVISION INFORMATION IN DIFFERENT
EXAMPLE-BASED IMAGE STYLIZATION APPROACHES. THE INPUT SOURCE
IMAGE AND THE OUTPUT IMAGE OF ALL THE METHODS ARE DENOTED BY

AND . IS THE GROUND-TRUTH IMAGE CORRESPONDING TO

tent and style decomposition. It is not trivial to apply their so-
lution to existing example-based image stylization approaches.
The algorithm in [15] also uses the idea of image decomposi-
tion. Different from our method, it is not example-based and
not suitable for style transfer.
Constrained texture synthesis [16], [17] is a topic related

to example-based image stylization. However, all existing
methods for constrained texture synthesis were supervised. In
addition, the mismatching problem between the characteristics
of the source image and the template image does not need to be
considered in this application.
Extension from single image stylization to video by adding

temporal coherence is a natural conception. Previous methods
mainly focus on specific style like cartoon [18] and watercolor
[19]. Here our video stylization is a framework applicable to
example-based arbitrary style. Moreover, inspired by a recent
cartoon personalization system called EasyToon [20], we detect
human face in the video and prevent it from indistinction, i.e.,
to personalize a video. The work of video stylization and per-
sonalization is an extension from our previous work [10].

III. ALGORITHM OVERVIEW

Our main idea originates from the steps of drawing a picture.
First, an artist draws a draft on blank canvas, which means the
main content of an image. Then, paint will be laid on the canvas.
We define the paint as “style” in this paper, i.e., the type of the
paint like oil, watercolor, pastel, etc. At last, the stroke edges
will be either blurred or strengthened according to specific style.
Therefore, our style transfer approach separates an image into
three components, the draft, paint, and edge components. In our
method, the draft represents the main content of the image, the
paint represents the style, and the edge represents the details
along the stroke boundaries.
Such a component analysis scheme solves the style transfer

problem for and with different luminance distribution
(content) elegantly. First, the luminance distributions of and

are determined by the draft component. Then the paint and
edge components of simulate the characteristics of the cor-
responding components of . In our algorithm, the simulation
step is formulated as a global optimization problem usingMRFs
[8]. Finally the three components of are combined to recon-
struct the final image . The process of our algorithm is shown
in Fig. 2.

IV. IMAGE STYLE TRANSFER

Before the processing, we convert two input images and
from the RGB color space to the YIQ color space. Ex-
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Fig. 2. The framework of image style transfer.

Fig. 3. Two examples of image paint components. From left to right: two tem-
plate images, the segmentation results, and the paint components.

cept image segmentation, all operations are conducted in the Y
channel, and the I and Q channels are stored for the final color
restoration. The selection and separate processing of YIQ color
space just follows the classic work of Hertzman et al. [5], as the
artistic style is much more visually sensitive to changes in the
Y channel than in the I and Q channels.

A. Component Analysis

In this paper, an image is composed of the draft, paint, and
edge component. We notice that different components in an
image contain different information. The draft component is af-
fected by the illuminance and radiation of the image formation
process and is almost irrelevant with the style. The paint com-
ponent contains textures and determines the style of the image
(see Fig. 3). In our algorithm, the edge component represents
information along the boundaries. In addition, the draft compo-
nent in an image is normally much larger in amplitude than the
edge component. So, we argue that it is necessary to perform a
component decomposition before transferring the style from the
template image to the source image. To our best knowledge, we
are the first to consider this problem for example-based image
stylization.
In our approach, an image is a combination of draft,

paint, and edge components. We denoted it as

(1)

where , , and are the draft, paint, and edge component.
We design a two-step strategy in our algorithm to decompose

the three components. The first step is to separate the paint com-
ponent from the image. It can be achieved via image segmenta-
tion, which is simply a partition of an image into contiguous re-
gions of pixels that have similar appearances. Let the segmented
image of be , in which each segment is represented by its

mean luminance. contains and , the draft
and edge components of , which is

(2)

We define

(3)

where is the paint component of .
Mean shift is a nonparametric data clustering technique,

which does not need to specify the number of clusters, and
has been successfully applied to image segmentation [21]. In
the mean shift image segmentation in this paper, each pixel is
assigned a feature point in a five-dimensional space, consisting
of two spatial coordinates and three RGB components. The
feature points are grouped by the clustering algorithm. Note
that image segmentation is conducted in RGB channels, but not
only in the luminance channel.
In the second step, we use the gradients of the segmented

image to estimate the edge component of , i.e.,

(4)

We also perform the same decomposition on to obtain ,
and .

B. Paint and Edge Component Processing

In this stage, information is propagated from the paint and
edge components of to those of . Patches are sampled
from the components of , and organized to be the compo-
nents of a new image , which is close to in some measure,
i.e., we obtain and from and . In the following de-
scription, the reference images are referred to the components
of , which the candidate patches come from, and the target
images are the corresponding components of , which need to
be covered by patches. Note that the following computation is
conducted in the paint and edge components.
1) Global Optimization on Markov Random Fields: We for-

mulate the patch mapping problem as a labeling problem mod-
eled by discrete MRFs [8]. First, the reference image is sampled
as a dictionary of patches. Then the target image is di-
vided into overlapping patches with the same size.
Construct an undirected graph , where the node

set contains all the patches in the target
image, and is the set of edges connecting each node to its
four neighbors. For each node we assign a patch from the
dictionary . Then the problem is to find the best configuration

to minimize an energy function defined
later, where .
The placement of patches should match the target image and

have local consistency. So, our energy function is

(5)

where is the penalty cost of assigning the patch to
the node , is the consistency cost of a neighboring
node pair having labels , and is a balance
factor. We set in all experiments.
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Fig. 4. Components of a template image. Left: the template image. Middle:
the paint component. Right: the filtered paint component. The segmented image
has strong stroke boundaries, which belong to the edge component. The paint
component contains the style characteristic, while a median filter can remove
most of the style.

The definition of is the sum of the squared differences
(SSD) of pixel features between and the region that covers
in the target image. is the SSD of pixel features in
the overlapping region between and . In summary, is
used to control the reliability of the synthesized image and
helps to produce a seamless synthesized image.
2) Component Image Quilting: After the placement of

the patches, the component image quilting from patches is
performed via the minimum cut algorithm. Image quilting,
which aims to produce a seamless image from overlapping
patches, has been extensively studied in texture synthesis [22],
[23]. The idea of image quilting is to find a seam with the least
inconsistencies between neighboring patches with overlapping
regions, which is formulated as a minimum cut problem.
In our implementation, the patches are placed successively.

For the placement of each patch, we construct a graph whose
nodes are the pixels that are in the overlapping region of the ex-
isting patches and the new patch. A source node and a sink node
are added to represent the existing patches and the new patch.
In the graph, the boundary pixels are connected to the source or
sink node with an infinite weight and each node is connected to
its four neighbors. The weight of the edge connecting a neigh-
boring pixel pair is defined as

(6)

where and denote the existing and new features
of a pixel, and is the L2-norm. After a cut is obtained, the
existing features are updated according to the cut.
3) Implementation Details: The following implementation

details of the above steps are highly related to the quality and
speed of the algorithm.
First, to enhance the synthesis quality, we observe that the

paint component of the template image usually contains strong
style characteristic, which may bring noise in the MRF model.
So in the MRF model, the paint component of the template
image is processed as (Fig. 4)

(7)

and the dictionary is taken from , where is the
median filter. In the quilting step, we use the corresponding
patches from the original paint component to keep the style
characteristic.
Second, we design several mechanisms to speed up the MRF

optimization. In our application, both the size of dictionary
and the number of nodes in MRFs are large, due to the large
size of images used for stylization. Although the popular belief

propagation (BP) is adopted to efficiently solve the energy min-
imization problem, it is still necessary to find some way to speed
up the optimization. In this paper, we accelerate the algorithm
via three aspects as follows. The first two are for reducing the
size of dictionary , as the computational complexity of BP is
the square of the number of the patches in the dictionary, and
the last one is for reducing the number of nodes in the MRF.
1) In order to reduce the size of the dictionary, we utilize only
50% of the most representative sampled patches. In our
implementation of constructing the paint component dic-
tionary, the quality of a patch in representing the style is

(8)

where means that is a point in patch .
The larger is, the more style information the patch
contains. We choose the patches with the top 50% values
in the dictionary. It works well for all the artistic styles we
test.

2) We use a two-step coarse-to-fine BP algorithm [24] to re-
duce the computational cost. First, the patches in the dic-
tionary are divided into clusters with the -means al-
gorithm. Then, the first BP is applied to find labels in the
set of centers of clusters , where
is the center of the -th cluster. Finally, we perform the

second BP for each cluster to select the best patches in the
cluster. More details about the two-step BP can be found
from [24].

3) In the optimization process for the edge component,

(9)

It means that, for the patches far away from the edges in
the image, we keep their result all zero in the optimization
process, since no boundary information should be trans-
ferred to regions far away from the boundaries. Thus the
number of unlabeled nodes is greatly reduced in the opti-
mization step for the edge component, which greatly re-
duces the running time.

Besides, for the paint and edge components, the patch sizes
are different. The edge component uses a small size to keep
more details, while the paint component uses a relatively large
size to make the algorithm faster.
The processing of the edge component described in

Section IV-B is used to characterize the fusion of different
strokes around the boundaries in the template image. In the
paint component, styles are transferred independently for each
segment. If the edge component of A is copied to the output
image without any processing, the edges of the output
image are of high contrast (see Fig. 5 for example). Most
of the artistic styles do not have such high contrast. The edge
component can reduce the contrast and make boundaries look
like a paint style much more.
For some styles, the amount of edge components is impor-

tant. A case in point, would be impressionist art with lots of little
strokes. Notice that keeping the paint does not make the points
and little strokes disappear if the image is not in a very low res-
olution. The edge component is contributed by the boundaries
of the points and little strokes only, but not by the whole points
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Fig. 5. Comparison of the output images with paint and edge processing (the
left column) and with only paint processing (the right column). The template
image is “Freud” in Fig. 7.

Fig. 6. Example of the face extraction process. (a): The 10th frame in the source
video. (b): The landmarks (white points) of the face alignment result. (c): The
result of skin detection for (a). (d): The 11th frame. Face alignment fails due to
the oblique orientation. (e): The face region obtained from the previous frame
via motion flow. (f): The skin detection result based on the region in (e).

and little strokes. Therefore, our algorithm can still handle im-
ages with many points and small strokes. One example is the
“Rhone” style in Fig. 8.

C. Reconstruction

The reconstruction step is to reconstruct final from the
previous obtained results. First, is obtained from and
, where corresponds to (the segmentation result of
). Then, from (3) and achieved , is ob-
tained. Aswe state previously, the synthesized is in the lumi-
nance channel. Finally, by combining and the components
of the input image in the I and Q channels, the final colorful
stylized result is obtained.
Among these three steps, steps 2 and 3 can be performed

straightforwardly. We discuss step 1 in more details here. De-
note that . can be achieved by solving such
an a least-square (LS) problem that minimizes

(10)

where is a constant, and , are partial derivatives
of in the and direction, respectively. In all experiments,
we set .
The optimal of the above LS is the solution of

(11)

where and are the 1D differential operators, such that
and . This equation is of the

form of the Lyapunov matrix equation , where
is unknown and and are given.

V. VIDEO STYLIZATION AND PERSONALIZATION

As an application, we extend the above algorithm from
single image to video. Especially, inspired by EasyToon [20],
we mainly focus on life video which contains personal ac-
tivities. Because style transfer will partly blur and distort the
target image, we also develop methods to keep face clear and
distinguishable in the video.

A. Stylization With Temporal Coherence

Separately stylizing each frame of a video will lead to the
“flickering” effect and make the result twinkling and vague. To
avoid this defect, for two neighbor frames and , where

has been stylized while has not, we design and imple-
ment the following four steps.
(1) Optical flow [25] is employed to find pixel-level corre-

spondences between neighbor frames. (2) For each image patch
in , the corresponding patch in is defined as the same
shape patch which contains the most corresponding pixels. (3)
The SSD is computed between corresponding patches in
and , and a threshold is set to decide the validation of patch-
level correspondence. (4) If a patch in has the valid cor-
responding patch in , it directly keeps the same style com-
ponent as its corresponding patch. Otherwise, the patch should
get component from the dictionary independently as described
in Section IV. These four steps successfully solve the “flick-
ering” problem and reduce the running time significantly since
a large number of patches only need to copy style components
from previous results. Moreover, we adopt the occlusion detec-
tion and bilateral diffusion in [26] to deal the problem of the
“dragging” effect.

B. Face Extraction and Blending

For both stylization and personalization goals, we segment
and process face regions specifically to keep human face clean
and visible in artistic style. First, a dynamic cascade based face
detection [27] is used to detect face region in each frame. Then
an active shape model based face alignment [28] is used to
locate 87 face landmarks if succeed (see the white points in
Fig. 6(b)). To extract the entire area of the face region, we use
skin detection [29] to segment the whole face region. The skin
detection is formulated in a single Gaussian model that

(12)

where is a color vector of a pixel in the detected area. The
distribution parameters are

(13)

where is the number of training pixel color vector . We set a
threshold for to determine the skin pixel (Fig. 6(c)).
It is general and unavoidable that face alignment might fail in
some frames. To address this problem, we reuse the optical flow
information to trace the corresponding area of the face in the
previous frame when face alignment fails in the current frame.
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Fig. 7. Two source images and several template images.

Fig. 8. Comparison of the results of image analogies (the upper row) and our method (the under row). The style from left to right: Pastel, Rhone, Craquelure,
Freud, and Watercolor.

After this step, we can get some regions of the face parts. We
then set these parts as training data and employ skin detection
near these regions (see Fig. 6(c)–(f)).
When the face regions are segmented for all frames, the final

stylized face is obtained by simply combining the com-
pletely stylized face and not stylized face as:

(14)

where is a coefficient between 0 and 1 to control the amount
of personal information on the final stylized face. Finally, face
blending is applied to synthesize a personalized artwork from
the face and stylized non-facial part. Let be a pixel belonging
to the blending region. The blending result for is

(15)

where is the distance between and the face region,
is the distance between and the non-facial region, is the
completed stylized image, and is the final stylized face.
This method is much simpler than Poisson blending [20].

VI. EXPERIMENTS

In this section, we test our method on a variety of source im-
ages and template styles, and compare it with the image analo-
gies approach [5].1 There are two reasons to compare our algo-
rithm with image analogies. First, image analogies is known to
be the best example-based image stylization algorithm so far.
Considering the space limitation, we only compare our algo-
rithm with the best performance. Second, since we focus on the
automatic image stylization problem for a given arbitrary style
template image, we do not compare our algorithm with the ones
such as [6], [9], [14] that need manual input or other different
input (please refer to Table I).

1To our best knowledge, there is no quantitative metric for evaluating the
results of image stylization. We evaluate the results visually.

Two source images and several style template images are
given in Fig. 7. There are five template images, called Pastel,
Rhone, Craquelure, Freud, and Watercolor, respectively. The
Freud style contains many strokes since it is an oil painting,
while the Watercolor style contains brushes and diffusion. The
difference can be well found on the screen via zooming by,
say, 500%. Note that image analogies requires the ground-truth
image , while our method does not.
The comparison results of our algorithm and image analo-

gies for source image 1 are given in Fig. 8.2 From the results
we can see that our results have better appearances than those
of image analogies. The content of the source image is changed
much more by using image analogies than our algorithm. For
example, for the “Pastel” and “Rhone” styles (Fig. 8), image
analogies changes the content greatly, while our algorithm pre-
serves the content better. This is because in our algorithm, the
draft component representing the image content is extracted and
kept unchanged, while in image analogies, no similar scheme is
used to preserve the content.
On the other hand, our algorithm synthesizes the style better

than image analogies. Because no linear mapping can be found
to align the luminance distributions of the input source and
style template image perfectly, image analogies cannot synthe-
size some styles well. The distribution of style patterns relies
strongly on the luminance in the result of image analogies. The
result on a region with homogenous luminance has the trend
of being one with a homogenous pattern. For example, for the
style “Craquelure” (see Fig. 8), there are weak patterns in the
dark regions in the result of image analogies.
The comparison results for source image 2 are given in Fig. 9.

From the results we can see that our algorithm preserves the
content better than image analogies after style transfer. It is ob-
viously observed that the color of the flowers in the image is

2We use the executable program of image analogies provided by the authors,
available at http://www.mrl.nyu.edu/projects/image-analogies/.
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Fig. 9. Comparison of the results of image analogies (the upper row) and our method (the under row). The style from left to right: Pastel, Rhone, Craquelure,
Freud, and Watercolor.

Fig. 10. Example results by our algorithm. Row 1: The source video frames.
Row 2: The stylized output in watercolor, faces are obscure. Row 3: The result
artwork in watercolor after stylization and personalization. Row 4: The stylized
and personalized artwork in oil-on-canvas style.

better preserved by our algorithm than image analogies, espe-
cially for the style “Pastel” and “Watercolor”.
We have conducted a user study with 20 users (students). For

each user, we have given the style transfer results of our algo-
rithm and image analogies with 7 source images and 7 template
images. Therefore, each user has 98 result images (49 our re-
sults and 49 image analogies’) to evaluate. The users do not
know which algorithm does each result is obtained by. Then
each user is required to score each result from 1–5 (from bad
to excellent). Finally, the average score is 4.4 for our algorithm,
and 4.0 for image analogies. Our algorithm obtains the score 0.4
higher than image analogies.
Besides, an example of video stylization and personalization

is shown in Fig. 10. It is evidently shown that the same object in
different frames keeps the constant style texture, and the human
face is clear and smoothly transiting along boundaries. More
results of our algorithm are provided in our website.3

3http://mmlab.siat.ac.cn/personal/style/supply/results

In our experiments, our algorithm is implemented in Matlab.
In the PC with AMDAthlon dual core 2.5 GHz and 1 GB RAM,
the average running time for a 640 480 image is about 1
minute for the non-optimized Matlab code. Without the dictio-
nary reduction of representative sample selection, it takes more
than 5minutes to process the images with the same size.Without
the coarse-to-fine BP, the needed running time is 10000 times
that of our implementation, without considering the memory.
This is impractical.

VII. CONCLUSION

In this paper, we have proposed an image component analysis
based approach to transferring the style of an artistic image to
real photographs. In our approach, three components, including
the draft, paint, and edge component, are used to describe the
content, main style information, and information along the
boundaries of an image, respectively. Our algorithm preserves
the content of the source image and synthesizes the style by
copying style patches from the template. The patch copying
process is formulated as a global optimization problem using
Markov random fields, and the optimization problem is solved
using a coarse-to-fine belief propagation.
We further extend our approach to create video stylization and

personalization artwork. Inspired by EasyToon [20], we propose
a general framework to create personalized artworks with tem-
poral coherence from videos.
We find some styles that our current framework does not work

well on. One example is highly abstract artworks, e.g., the style
of Picasso’s surrealistic paintings. To deal with these problems,
human interaction may be incorporated. It is attractive to con-
tinue our research in this direction.
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